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1. Introduction stochastic equations of Ito’s formula [1],[2].
The methods of solving stochastic differential equations
(SDEs) are limited and not comprehensive for all types.
This is attributed to the nature of the stochastic term in the
SDEs. There are many methods for finding solutions to Let {w(t): ¢ > 0} is a stochastic process on [0, T] , it is
stochastic equations according to the nature of the
equation, either directly, such as linear SDEs, which have

1- 1: Wiener Process

called a Wiener process if

a general formula for the solution, or stochastic equations L w(0)=0

may be non-linear but reducible to linearity, such as the 2. Lv=20 = w@-w)~N(O,|l-v])
reduction method that we are dealing with in this research. 3. 0<vt,s,k<T = w(it)—wk) &w(k) —
Several previous studies have addressed the topic of w(s) are independent increment [3].

solving SDEs, including a study by Fadel and Sobhi

2016) to find the solution for stochastic equations usin, ] R . .

‘Ehe m?athod of arranging the variable for th(e] Stratonovicﬁ 1-2: Stochastic Differential Equations (SDEs)
formula. There are also several studies that have addressed The SDEs consists of two main parts, the first is

numerical methods in finding solutions to SDEs, including
Rosa (2016), Dhanpal (2021), Bayram et al. (2018). There
is also a study conducted by Salem and Abdel Rahman ”
(2023) that dealt with finding the analytical solution to the equation

represented by the Riemann integral and the second part is
represented by the stochastic integral, and thus the following
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dy(®) = h(y(®©)dt + g(y(©))dw(t)
is called a SDEs, where h(y(t)) , 9(y(®)) are nonlinear
deterministic  functions and dw(t)
differentiation of the Wiener process w(t) [3].
The general form of the linear SDE is
dy(®) = [h Dy + h(D]dt + [9:(Oy + g2(D]dw(D) (2)
,and the general form of its analytical solution is

t
y(t) = My, [Yo +f Ms_,tlo[hz(s) —g1(s)]ds
to

t
+ | Mgt g:(s)dw(s) 3)

to

represents  the

Where

M,, = oo [11(9)-30:2®]as+ff, g1 ()aw(s) )
[3] and [4].
1-3: Ito Integration

The stochastic Ito integral is defined as

T
J. Bt w(t)) dw(t)
0
= lim > B w(w(elD - w(e™)

this integration is called the stochastic Ito integral. [4]

1-4: Stratonovich Integration

The Stratonovich integral is defined as

T
f Bt w(®)) o dw(t)
0

n—oo

= lim > (B w) + B W)Wt — wie™))

We notice that this integral takes the middle of the intervals

n) .(n)
[t tiva

intervals.
To distinguish the Stratonovich integral from the Ito integral,

] while the Ito integral takes the beginning of these

the following sign "o" is placed in the Stratonovich integral ,
while the Ito integral is without that sign [5].

1-5: The Exact Solution (The Reducible Method)

The methods of solving SDEs are characterized by being
diverse and multiple due to the nature of the stochastic term
in the equation. The equations may be linear and thus have a
general formula for the solution. In most cases, the equations
are non-linear, so we resort to solving them using one of the
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analytical methods if possible, or we turn to numerical
solution methods. We mention some analytical methods for
solving rates: the reduction method, the integral factor
method, and the method of equations with a direct solution.
Each method has conditions for its application in accordance
with the stochastic equation.

1-6: The Reducible Method for Ito SDEs

The reduction method is one of the analytical methods for
solving nonlinear SDEs (Ito/Stratonovich) provided that the
equation is reducible by fulfilling the reduction conditions
(mentioned above). In this way, we can convert the equation
into a linear one. We can find the solution formula for it
directly. We will explain this method for the Ito formula and
then we will move on to generalizing the method and
obtaining the general solution formulas for the Stratonovich
formula.

Let we have the following nonlinear SDEs

dy(©) = h(y(©)dt + g(y(©))dw(t)
We want to reduce it by the transformation function x =
U(y) to the linear equation.

That is, the eq.(1) has a solution y(t) in the form y = L(x)
which is the inverse transformation x = U(y)

We use Ito's formula for the function x = U(y(x)) on eq.(1)
and we get

1
AU = [Uyh() + 5 Upyg )| dt + [Uyg]dw(®) @
Now we equate egs. (2) and (4) and we get

1
nyl(}J) +§Uyygz(y) = hlU(y) +h2 (5)
Uyg(y) = .U(y) + g2 (6)
We find U,, from equation (6), that is
91 92
U,——=UWy) =—== 7
T R ORTCY) @

This is a linear ordinary differential equation [6],[7] , and

M(y)zjy:(ﬁ)ds

First case: If g,(t) = 0 in eq.(7), then its solution is in the
following form:

U(y) =g()M(y) +c ®)
Second case: If g,(t) # 0 in eq.(7), and to solve this

equation, we find its integration factor, which is

y g
efyo(_ g(_§)>ds f— e_glM(y)

So the solution to eq.(7) is as follows:
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U(y) = e910) f —gs) _92_ 4
Yo (S)

+c eg 1M (y )
Where c is the constant of integration

UQy) = ( g )eglmy) f ~g1M(s) (__91) ds + ¢ e91 M)
gl Yo g(s)

U(y) = ( gz) eIIMPM) =01 MY) 4 ¢ g1 M)
91

92
= ..(10
o (10)

, Uy, from equation (10)
Uy =cg, e 91 M) M, (y)

U(y) =c eglM(Y) —

We find the derivatives U,

= c et M®) i

90 an
_ g | 919G ]
Uyy c e91 MYy [ 26 g(y) yIe)
_ oo |_ 9190 91’ ]
Uyy c eIt MYy [ 720) +g2(y) (12)

We substitute equations (10)-(12) in eq.(5) as follows

1/ 919 (y) g1
1M) y 2
c e ) | ESRO) + ( 20) 2(y)> “]

= hl [C eglM(Y) —_ &:l + hZ
g1
() 1 1
c e91M0) [g(y) g1+59:° =599,

= cenMOp, — g, +hy
91

h(y) 1 1
CeglM(y)[ + = S ()_fl]
(y) g1 gl 2 glgy y 1
h
— fy, — 192
91
Suppose that
hA(y) 1
() = 70) 2 9y(¥)
Thus we get
1
c e9M®) [40(Y)g1 + 5912 -y
h
T L B (13)

1
We derive equation (13) with respect to y

1
c eI Mg ] + [<p91 +59:°

w(y)gl] _ [ _ 9_12] cgy eI M)
9 2] g

cgy €91 [(py(y) +

We get

36

2

91
-

d
2 (900,0)) + 910, = 0

I, ) +e(¥)g, =

- % (g ey (y))

@y ()

The eq. (14) represents the condition for reducing from a
nonlinear equation to a linear equation, i.e. if the value g, =
0 then the transformation function will be in the following
form (note eq.(8))

Uy) =g, M(y)+c
If g, # 0, the transformation function will be as follows
(note eq.(10)) [2] and [8].
U(y) = c e91MO)

1-7: Theorem (1): “Reference [9]” The nonlinear stochastic
differential eq.(1) can be reduced to a linear one if the

following condition is met
d —diy(g(y)fpy(y)) _
dy Py -

) 1
00 = 05390

g1 =

Py »=0 Or
Where

diy(gﬂ =

2. RESULTS:

2-1: The relationship between Ito and Stratonovich
equations

We can transform the Stratonovich formula in the
SDEs defined in equation

dy(t) = a(y(®))dt + g(y (1)) o dw(t)

into the Ito formula through the following relation

1
dy(©) = [RO©.0) + 590,09, (), 0)| de
+gy(@®), O)]dw(t)

Thus, we have obtained a stochastic differential
equation of the Ito type equivalent to the stochastic
equation of the Stratonovich type [10] and [11].

2-2: The Reducible Method For Stratonovich SDEs

We have the following nonlinear stochastic
equation in Stratonovich form

dy(t) = h(y(®))dt + g(y(t)) o dw(t) ~ (15)

It will be reduced by the transformation function x =
U(y) to the linear equation.

Eq.(15) in Stratonovich form and is equivalent to
the following stochastic equation in Ito form
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dy(t) = (h(y) + %g(y)gy(y)> dt + g(y)dw(t) (16)

The solution y(t) is in the form y = L(x) which is the
inverse transformation x = U(y)

We substitute Ito's formula for the function x = U(y)
into eq.(16)

1 1
au = [Uy (h(y) + Eg(y)gy(y)> +5 Uyyy(y)] dt

+[Uy g () ]dw(®) (17)
We equate eq.(2) and (17)

1 1
U, (h(y) + Eg(y)gy(y)> +5 Uyyg*(y)

=hU(y) + h, (18)
Uygy) =g.U®) + g (19)

When we deduce the equations of the Stratonovich
formula and find the special parameters to transform
stochastic eq.(15) into the linear form as in eq.(2) in the
same way that was followed for the previous Ito formula,
we obtain the following equations:

Suppose that
h(y)
p(y) = 70)
Therefore
GM) 1 hi1 g,
cet [P(}’)g1 + 591"~ h1] =h, - (20)
d
iy (g ey (y))
g1 = (21

Py(Y)

2-3: Theorem (2): “Reference [7]” The stochastic
equation in the nonlinear Stratonovich form can be
reduced to linear if the following condition is met:

d
py) =0 Or (g1 =
a (—diy(g(y)py(y)))
= - ‘| = 0
dy py()
Where
h(y)
p(y) = 760

3. Application

In this paragraph, we explain the method by some
examples by using the two formulas (Ito's formula and
Stratonovich's formula):

Example (1): Let y(t) be a solution to the following
nonlinear equation:

dy(t) =y*dt+ydw , y(0)=1 ...... (22)

Solution:- (Using Ito formula)

From eq.(1)
Ay =yt . g =y
To show that eq.(22) reducible or not:
ay) 1 yt o1 1
= —_— = = —_—— = 1 = 3__
»() 1)) 59y () " ;W =y" -3
= ¢,(y) =3y?
d
d o [~ a5 (90)0,0)
ay 9 =5y oy ()
d
d _d_y(3y3)
A

According to theorem (1), the stochastic equation is
reducible.

Now we will reduce the nonlinear stochastic equation
to a linear one, as follows From eq.(14), we get

—;—y(g(y)tpy(y)) —9y2

9= oy () C 3y
Let g, = 0, apply equation (10)

_ A
U(y) =cC eglM(y) — Z_Z =e Sln(yo) = % , (C =
1

1)
Where

M(y)=fyy($)ds=f1y(%)ds=ln(y)

Applying eq.(13), we get

e [(y° - %) (=3)+ % (-3~ 1]

(1))
© (=3
1 3
6 hy
_3_|_F:h2+F = h; =6, hy =-3

So we substitute the values iy =6 , A, = =3, g, =
-3, g, = 0 into eq.(2) we get

dx(t) = [6x — 3]dt + [—3x]dw(t)

Now the nonlinear SDE. in Ito form has been reduced
to a linear equation, and its solution is as follows
(according eq.(3))

Mt,tu _ e(fg[G—%(—3)2]ds+f(f —3dw(s)) _ e%t—Sw(t)
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3 t 3
x(t) = e2t3"® [xa + f e 2 (3x,3 + 3)ds
0

3 3
x(t) = ezt 73w [xo —2(—x3 + 1)e 283w ® 4 2(—xy3

e

3

x(t) = (x, — 23 + 2)e2 "0 4 253 — 2
Since the solution y(t) is the inverse of the

transformation x = U(y) = )%

1 1
And %, =x(0) =U(y(0) = m=-5=1,
then

1
s /e%t—3w(t)

Solution:- (Using Stratonovich formula)

y(t) =

To explain if eq.(22) reducible or not by using
Stratonovich formula

Here
_h vt a2
p(¥) WORE =y® = p,(y)=3y
P P —%(g(y)py(y)) P) —%(33/3)
3y W) =5, p, () EARE
=0

According to Theorem (2), the stochastic equation in
Stratonovich form is reducible.

To reduce the eq.(22) to linear: From eq.(21) we can
see

~ (9000, )  —£5 @

= = =-3
o py(») 3y?
Let g, = 0, and
y
U(y) = eglM(y) —_ & — 6—3171(%) — l , (C — 1)

91 y?
Where

M(y) =Ly<ﬁ>ds=fly(%)ds= In(y)

Applying eq.(20), we get

1
e | (73)(=3) + 5 (=3 = | = Ry
1/ .,.9

1 /9 9
_3+F(E_h1)=h2 == h1=§ ) h2=_3

So we substitute the values i; = % , h, =3,
g1=-3, g, =0 ineq.(2)

9
dx(t) = [Ex - 3] dt + [-3x]dw(t)
and its solution is as follows (according eq.(3))

M,, = elhlzC37last=3aw®) _ o-awo
Lo

=e
t

x(t) = e 3v® [xo +f e3W0) (=3x,3 + 3)ds
0

x(t) = e 3O x, — 3t(x,® — 1)ew®]
— 1 —
RO
Since the solution y(t) is the inverse of the

x(t) = e73w® , X,

. 1
transformation x = U(y) = 7 then

y() =

1
3[e—3w(®)

Ito formula
—— Stratonovich formula
25
X(t
®), 5
1

0.5

0
0 0.1 02 03 04 05 06 07 08 09 1

t

Figure 1.

From the Figure 1, we notice that the solutions to
both formulas (Ito and Stratonovich) behave the same way
during the time interval, and that the difference in the
value of y(t) between them increases approximately in the
middle of the time interval and decreases at the beginning
of this interval.

Example(2): Let we have the following SDEs
dy(t) =3eYdt —4dw ) y(0)

And it has solution y(t)

Solution:- (Using Ito formula)

h(y)=3e” , g(y)=—4
We will prove whether the Ito-SDE is reducible or
not.
hy) 1 3e¥ 1 3
= —_— - = —— pY
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3
= <Py(}/) =——eY

4
a a —f—y(g(y)tpy(y))
ay 9 3y o, ()
o [~ 5B
"o\ 2, |7
43

According to Theorem (1), the Ito-SDE is reducible.
We find g, from eq.(14)

- ;—y (g(y)tpy(y)) - f—y (3e”)
oy () B B

g1 =

4

_%efy

Let g, = 0, we substitute eq.(10)

=1 U@) = c e M —% =el™V
Where
v Y1 1
My) = fyo(ﬁ>ds =f1 <_—4)d3 =_—4(y— 1)
We apply eq.(13) and we get
1- 3 1 . _ (71)(0)
e [(_Z ey)(4)+5(4) _hl] =h =%

—3e+el™(8—-hy) =h,
Now we substitute by =8 , h, = —3e, g, =
4,9, =0 ineq.(2)
dx(t) = (8x —3e) dt + 4x dw(t)
Thus, the given stochastic equation in Ito form in the

question has become linear. Now we find the solution
(according eq.(3)) as follows

= h, =8, h,=-3e

M, = ol Hlosessfian) _ yawio
Lo

t
x(t) = et® [1 + f e W) (=3¢ — 4)ds
0

Where x, = U(y(0)) = e*™¥©® =1 then
x(t) = e® + (—3e — 4)t

The solution y(t) is the inverse of x = U(y) = el ,
and thus we get the following

el™ = e® 4 (—3e — 4)t
y() =1—1In [e™® + (=3e — 4)¢|
Solution:- (Using Stratonovich formula)

When using Stratonovich's formula, we will solve
for the same solution obtained in Ito's formula above (in
this example) , because the function g(y) is a constant,

h
and thus we get ¢(y) = p(y) = gi_ig = _% y

39

——to formula
—— Stratonovich formula

0 0.1 02 03 04 05 06 07 08 09 1
t

Figure 2.

We notice from the above example that the solutions
of the SDE in the two integral forms Ito and Stratonovich
are identical because the function g(y(t)) =—4 is a
constant function and thus we obtained @ (y) = p(y) , we
notice from the Figure 2 that the solutions behave in an
oscillating and decreasing manner until they reach the time
value 0.72 and begin to stabilize.

Conclusion

The general formula for solving nonlinear SDEs of the
Stratonovich formula was found by the reduction method,
and the conditions required for using this method were
also determined. When applying the reduction method to
both integral formulas (Ito and Stratonovich), we found the
following:

1. The reduction method for solving SDEs was
generalized from the Ito formula to the
Stratonovich formula

2. The reduction method is an effective method for
finding solutions to SDEs according to specific
conditions explained in Theorem (2) in paragraph
2-3

3. The solution behavior of the stochastic equations
of the Stratonovich integral formula does not
match the solutions of the Ito formula.

4. The solutions to SDEs are identical when the
function g(y(t)) is constant.
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