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     Federated learning (FL) represents a transformative shift in machine learning, moving from 
conventional centralized approaches to a distributed framework that emphasizes data privacy and 
security. The FL server transmits an initial model to clients, which they train locally on their 
private data. After training, the server aggregates model updates from each client to update the 
global model. Selecting the best clients in FL is critical to improving the convergence speed and 
accuracy of the final model, which requires careful client selection approaches. The client 
selection phase of FL faces numerous challenges that impact overall training performance, 
including statistical heterogeneity and system heterogeneity resulting from the diversity of client 
data and resources. Communication costs present another challenge, especially in networks with 
limited client communication resources. Additionally, selecting trustworthy clients represents 
another challenge, as selecting malicious clients creates a significant risk within the FL training 
process. Moreover, the fairness challenge entails providing fair opportunities for all clients to 
participate in training. To address these challenges, we offer solutions that utilize effective 
techniques, approaches, and client selection methods. This survey presents a taxonomy of modern 
client selection methods in FL, highlighting the improvements in FL performance and 
effectiveness achieved through these methods, including greedy selection, reinforcement 
learning-based selection, multi-armed bandit-based selection, clustering-based selection, and 
reputation & security-based selection. Subsequently, it offers a general comparison between these 
methods in terms of their core ideas, advantages, limitations, and use cases. Finally, future and 
potential trends in client selection and improving performance in FL are identified. 
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1. Introduction 
     Researchers and businesses alike have shown a growing 
interest in machine learning (ML) over the past years [1]. 
Mobile devices, such as smartphones and tablets, are 
supplied with advanced sensors that generate a huge amount 
of data. ML can utilize this data for training by transferring 
it to a central server. On the other hand, the approach raises 
significant concerns regarding the potential for privacy 
violations of data owners [2], [3]. 
     Federated Learning (FL) is an innovative technology 

designed to develop ML models to protect data privacy. The 
model is trained in FL without sending data to an FL server, 
this is achieved by having the participating devices (also 
referred to as clients) collaborate through a decentralized 
approach to train the model using data stored locally on 
each device. This approach is not always feasible with 
conventional ML techniques, which require data collection 
from each device [4]. 
     Within the FL framework, client selection represents a 
crucial phase that involves choosing devices to participate 
in the iterative training rounds. The FL server typically 
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randomly selects a set of clients to train the model. [5]. 
Random selection of clients in FL degrades performance 
because it does not consider the client devices' data quality 
and computational resources (such as CPU, storage, and 
power) in the selection process [6], [7]. Current client 
selection methods attempt to improve the random client 
selection method. Therefore, this research delineates the 
latest client selection methods, explains their foundational 
concepts and salient qualities, and demonstrates how they 
enhance the performance of FL. 
      Choosing the optimal clients among the candidates in 
the training process is crucial in enhancing the effectiveness 
of FL. FL encounters several challenges through the client 
chosen process, including statistical heterogeneity, system 
heterogeneity, communication costs, privacy concerns, and 
fairness [5], [8]. Despite the development in client selection 
methods, numerous future trends and research opportunities 
in this area exist that can contribute to enhancing the 
performance of FL. This survey addresses the subsequent 
research questions: 
• Research Question 1: What is the process for selecting 
clients for FL, and how are clients selected? 
• Research Question 2: What are the main challenges 
associated with client selection and its addressing strategies 
in FL?  
• Research Question 3: What are the modern client selection 
methods, and what enhancements do they contribute to FL's 
performance? 
• Research Question 4: What are the future and potential 
trends in client selection and improving FL performance?  
     The main contributions of this survey are to identify the 
challenges of client selection in FL and propose strategies 
for addressing them, discuss client selection methods in 
FL in light of the latest developments, and highlight their 
impact on improving FL performance. 
     The following sections of this survey are organized as 
follows. Section 2 presents the literature review. Section 3 
presents the basic principles of FL and client selection. The 
challenges of client selection and solution are shown and 
discussed in section 4. Selecting clients' methods is 
discussed in Section 5. Section 6 presents the discussion of 
the survey. Finally, future research directions are 
highlighted in Section 7, whereas Section 8 concludes the 
research contributions and findings. 
 

2. Literature Review 
      Numerous relevant works exist on client selection and 
challenges in FL. Nevertheless, while these works are 
essential, they do not provide an exhaustive overview of 
client selection methods, challenges, and future trends. 
Several studies have discussed the FL challenges regardless 
of the client selection methods [9], [10], [11]. Hosseinzadeh 
et al. [12] presented a systematic literature review (SLR) on 

FL in the IoT field, examining evaluation factors and 
offering a potential client selection approach, but did not 
further explore the subject. Abreha et al. [13] discussed 
client selection to a minor extent by presenting some 
methods related to model convergence.   
     Selecting clients with non-IID (Independent and 
Identically Distributed) data during the training process can 
reduce model accuracy and training bias. Ma et al. [14] 
studied the solution of non-IID data in FL through data 
optimization and client selection. However, the survey just 
links to pertinent studies and does not delve deeper. Lei et 
al. [15] studied the principles, challenges, and opportunities 
associated with client selection in FL. The authors focused 
on statistical and system heterogeneity. The study provided 
the selection methods using utility functions for each client, 
which were categorized into statistical and system utility. 
However, it is not a comprehensive survey, as it just gives 
general selection criteria. Wafa et al. [16] discuss client 
selection strategies to address the problems faced by the 
global server in aggregating model parameters from client 
devices, particularly the variability in client involvement 
behaviors. However, the study focused on only three client 
selection methods. 
     Therefore, current surveys are restricted in scope and 
depth, lacking the ability to offer an accurate evaluation of 
client selection methods, challenges, and prospective 
trends. To address these constraints, our research provides 
a detailed overview of advanced client selection methods 
based on key principles and concepts. In addition, this 
research investigates the challenges of client selection 
methods and their prospective trends that can enhance FL 
performance and efficiency. This survey promotes the 
future development of client selection methods and inspires 
academics and practitioners to gain a greater awareness of 
the research issue. 
 

3. Background 
3.1. Federated learning 
     Federated learning is a rapidly developing paradigm in 
the field of ML. It has attracted significant attention from 
academics to investigate its potential and applications [17]. 
The basis of FL involves an approach that allows 
participants, including devices or nodes, to train a shared 
model on their local data in a decentralized and autonomous 
manner on-site rather than transmitting the data to a central 
server. After that, only model updates are sent to the FL 
server. All updates from participating clients are aggregated 
by the FL server to create a global model [18], as shown in 
Figure 1. For example, Google uses FL in its Gboard 
keyboard to learn the best word suggestions without 
sending user messages to the servers. Each phone learns 
locally from the user's typing and then shares only the 
updates [19]. FL has several main categories, depending on 
data distribution across parties, as shown in Figure 2 [20]. 
These encompass horizontal FL, characterized by similar 
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features across parties but distinct user data; vertical FL, 
where parties share identical users yet possess different 
features. In addition, transfer FL is applicable in the absence 
of shared features or users and relies on knowledge transfer. 
Moreover, personalized FL, which seeks to tailor the model 
to the specific requirements of each party, and decentralized 
FL, wherein models are exchanged without necessitating a 
central server [21], [22]. 

 

 
Figure 1. Federated learning system overview. 

 
There are three main phases of FL training, as illustrated 
below [5], [23]: 
 
1-Initialization phase: The server determines the FL task, 
such as the training process and the target application. 
Additionally, it creates an initial global model and specifies 
its hyperparameters, including the learning rate. After 
selecting clients among candidates for model training and 
update, the server distributes the initial global model to 
clients. 
2-Local training phase: Subsequent to receiving the initial 
global model, clients train this model on their local data and 
find the optimal parameters that reduce their individual loss 
functions. After that, the FL server receives the updated local 
model parameters. 
3-Aggregation phase: Finally, the FL server assembles 
updated local model parameters from clients to create an 
updated global model and sends it again to the selected 
clients. 
 
      The second and third phases will be repeated in several 
rounds until the model converges or the predefined target 
training accuracy is reached. FL has been applied in several 
areas, like Internet of Things (IoT), vehicular networks, 
healthcare, and attack detection [24], [25], [5], [26], [27]. 
 
 

3.2. Client selection 

      Client selection is an important element in FL, 
significantly impacting the efficacy of the training process, 
the final model accuracy, and the duration of training [28]. 
Several studies have confirmed that the FL performance 
deteriorates when clients are selected randomly [29]. 
Different client selection methods aim to choose the best 
clients during each round, thereby enhancing the FL's 
efficacy, accelerating training, and improving model quality 
[30]. However, the client's selection process faces several 
challenges, which will be discussed in the next section. 
 

 
Figure 2. Categories of federated learning. 

 
4. Client selection challenges 

     The client selection process in FL faces many challenges 
that may impact its performance, as shown below: 
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4.1. Statistical Heterogeneity 

     This challenge is also known as data heterogeneity. 
Clients in FL may have different data distributions and skew 
in terms of labels, features, quality, and quantity due to 
differing data-gathering motivations and behaviors, as shown 
in Figure 3[31]. In applications of the real world, client data 
distributions typically do not reflect the population 
distribution, indicating non-independent and identically 
distributed data (non-IID). For example, in the healthcare 
field, patient characteristics, disease prevalence, and 
diagnostic techniques might differ markedly among 
hospitals, leading to non-IID data distributions [32]. 
 

 
 

Figure 3. The different skew patterns in statistical 
heterogeneity.   

     Selecting clients with non-IID data in the training process 
degrades model accuracy and slows convergence, leading to 
biased global models and reduced generalization capabilities 
[33]. Conventional FL algorithms typically assume that data 
is IID among clients, which is rarely the case in practical 
situations. Diverse client selection methodologies have been 
suggested to address this challenge, including clustering-
based client selection, adaptive client selection, and quality-
based client selection [34], [35], [36]. 
 

4.2. System Heterogeneity 
     This challenge is also known as device heterogeneity or 
client heterogeneity. The client devices participating in the 
training have different capabilities and resources with respect 
to computation, storage, power, and memory. Client device 
heterogeneity can have many effects, such as different local 
training times [37]. In synchronous FL, the straggler problem 
arises when the duration of each training round is dictated by 
the slowest client, requiring the server to wait for updates 
from this client to finish training for each round [38].  

     In addition, client devices may have restricted processing 
capacity and battery life, which can impact the increased 
dropout rate or clients' ability to participate in training [37]. 
Client selection strategies must consequently account for the 
heterogeneity of devices and their limited resources. 
Research has been presented to address the heterogeneity of 
client hardware resources by relying on client selection 

methods, such as hierarchical federated learning-based client 
selection, reputation-based client selection, and clustering-
based client selection [39], [40], [41]. 

4.3. Communication Cost 

     The clients and the FL server cooperate in numerous 
communication rounds during the FL training process to 
achieve the target accuracy level. In FL settings, exchanging 
only the parameters of the model between the FL server and 
clients, instead of raw client data, reduces communication 
resource consumption [42]. However, communication 
resources are still a serious challenge given the significant 
number of participant clients in training, and each update 
potentially includes parameters millions, such as those seen 
in convolutional neural networks (CNNs). Therefore, the 
significant dimensionality of the updates may incur 
communication resource consumption [5], [43] . 
The Communications cost challenge has several key issues 
as shown below: 
 
a. Limited communication capacities 
      Devices may have limited communication capabilities, 
such as transmission power and bandwidth, which can affect 
the efficiency of client selection and lead to a long 
convergence time [43]. 
 
b. Wireless Networks Dynamicity 
     Client network resources in dynamic wireless networks 
may constantly change, leading to connectivity issues. In 
addition, fading of channels in wireless networks can lead to 
the loss of certain client updates. The dynamic nature of 
networks and high-mobility environments may result in 
client unavailability [44]. 
 
c. Network latency 
     High latency might adversely affect client selection 
efficiency and hinder global model convergence [45]. The 
communication cost in FL can be mitigated using specific 
strategies and methods, including quantization, compression 
strategies, reducing communication rounds, reducing the size 
of transmitted updates, and hierarchical federated learning  
[46], [47], [48]. 
 

4.4. Security and privacy concerns 
      FL aims to maintain clients' privacy by enabling them to 
share only the parameters of the trained model, rather than 
clients’ local raw data. On the other hand, the results of 
certain recent research have shown the possibility of privacy 
and security problems if FL clients or servers behave 
maliciously [49]. Selecting malicious clients creates a 
significant risk within the FL training process. By 
manipulating their data and local models, malicious clients 
can compromise the security of the FL model, ultimately 
resulting in the disclosure of sensitive information to other 
clients [50]. Privacy considerations are essential in FL, and 
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client selection is vital for maintaining the confidentiality of 
client data. The core principle of FL is the separation of 
model training from direct access to raw training data, thus 
reducing privacy and security threats. Client selection 
processes may unintentionally disclose sensitive information 
if not carefully constructed with privacy considerations in 
mind. Therefore, there is a need to implement techniques and 
strategies capable of preventing the selection of harmful 
clients and methods to exclude them from participating in 
training [49], [50], such as: 
• Reputation-based client selection.  
• Selection of trustworthy clients. 
• Secure multi-party computing. 
• Secure aggregation. 

 
    Additional techniques can be used to maintain the security 
and privacy of the FL learning procedure and mitigate the 
influence of malicious clients [51], [52]. These techniques 
include:  
 
• Homomorphic encryption. 
• Differential privacy. 
• Blockchain. 
• Perturbation-based defense. 
• Knowledge distillation. 
• Adversarial machine learning. 

 
4.5. Fairness 

      Fairness in an FL system means providing equal selection 
opportunities for all clients in the training. Unfairness can 
arise when clients with high abilities are always selected 
while clients with weaker abilities are excluded from the 
selection process or have limited opportunities to participate  
[53]. 
 
Unfairness in FL may lead to several problems, such as [54], 
[55] : 
• Selection bias. 
• Degraded model accuracy. 
• Biased updates and unwanted effects. 
• The selected clients do not accurately reflect the overall 

data distribution. 
 

     Client selection bias may be observed through the under-
representation of particular client groups, the over-
representation of others, or the systematic exclusion of 
clients possessing specified attributes. When specific client 
groups are persistently underrepresented in the training 
process, the resultant model may demonstrate inadequate 
performance on their data, resulting in unfair outcomes [56]. 
Fairness is an emerging research challenge in FL. Several 
techniques have been developed to ensure fairness [57], [58], 
[59] such as : 
 
• Active learning-based client selection . 

• Stratified sampling-based client selection . 
• Diversity-based client selection. 
• Reinforcement learning- based client selection. 

 
Table 1 summarizes the impact of challenges on FL 
performance and client selection, while Table 2 presents 
solutions to the client selection challenges. 
 
 

Table 1. The impact of challenges on federated learning 
performance and client selection. 

 
Ref. 
No 

Challenge Impact 

[33] Statistical 
Heterogeneity 

• Degradation of the model accuracy  
• Slowed down the convergence 
• Biased global models  
• Reduction of generalization 

capabilities 
[37], 
[38] 

System 
Heterogeneity 

• The stragglers' problem arises when 
the slower client's training duration 
determines the training duration for 
each round 

• Increasing  clients’ dropout rate in 
training 

[5], 
[43], 
[44], 
[45] 

Communication 
Cost 

• Communication resource 
consumption 

• Affects the efficiency of client 
selection and leads to a long 
convergence time 

• Loss of specific client updates 
• Client unavailability 
• Hinder of global model convergence 

[50] Security and 
privacy 
concerns 

• Compromise the security of the FL 
model 

• Disclosure of sensitive client 
information 

[54], 
[55] 

Fairness • Selection bias 
• Degradation of the model accuracy  
• Biased updates and unwanted 

effects 
• The selected clients do not 

accurately reflect the overall data 
distribution 

 
Table 2. Solutions to client selection challenges . 

 
Ref. No Challenge Solutions 

[34], 
[35], 
[36] 

Statistical 
Heterogeneity 

• Clustering-based client selection  
• Quality-based client selection 
• Adaptive client selection 

[39], 
[40], 
[41] 

System 
Heterogeneity 

• Hierarchical federated learning-
based client selection 

• clustering-based client selection 
• Reputation-based client Selection 

[46], 
[47], 
[48] 

Communicat-
ion Cost 

• Quantization 
• Compression strategies 
• Reduction of communication rounds  
• Reduction of  transmitted updates 

size 
• Hierarchical federated learning- 

based client selection 
[49], 
[50], 

Security and 
privacy 
concerns 

• Reputation-based clients selection 
• Selection of trustworthy clients 
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[51], 
[52] 

• Secure multi-party computing 
• Secure aggregation 
• Other techniques 

[57], 
[58], 
[59] 

Fairness • Active learning-based client 
selection 

• Stratified sampling-based client 
selection 

• Diversity-based client selection 
• Reinforcement learning-based client 

selection 

 
5. Client selection methods 
      Researchers have suggested several studies regarding 
client selection in FL. In this section, we classify them 
based on their main principles. 
 

5.1. Greedy selection 
      This method denotes a strategy for selecting clients in 
FL in a greedy manner to improve the global model's 
efficacy. In other words, it prioritizes clients with higher 
quality scores, which provide the most advantageous 
updates to the global model, rather than choosing them 
randomly.  
      Pranava et al. [60] proposed a client selection technique 
in a greedy manner called GREEDYFED, in each 
communication round, the clients who contribute the most 
to training are selected to achieve high communication 
efficiency in FL. This biased approach uses the Shapley 
value to address applications that have timing restrictions 
on connections with the parameter server. This method 
achieved rapid convergence with high accuracy in 
heterogeneous environments.  
     Jingyuan et al. [61] presented a study on client selection 
in Over-the-Air federated learning to improve 
communication efficiency in terms of transmission power. 
This study tackles signal aggregate errors and straggler 
client selection using the proposed approach called 
FedAirAoI, which is implemented in several stages. 
Initially, in each communication round, client priorities are 
determined using Lyapunov optimization. Secondly, clients 
of the highest priority are selected using a greedy algorithm. 
Then, the time-average MSE is minimized by addressing 
the transmission power optimization problem and 
determining the normalization factor for the selected set of 
clients. The results of this study showed enhanced model 
performance, ensuring timely updates and achieving a 
balance between training efficiency and fairness. 
     The greedy method has also been used in several studies 
as part of FL's client selection process. Nacho & Yonetani 
[62] proposed a FedCS protocol for client selection in FL 
from heterogeneous clients using a greedy approach in the 
mobile edge environment. Clients that required minimal 
time for loading and updating the model were selected, 
yielding results that completed the training process quickly 

and produced high-performance learning models. Zhang et 
al. [63] presented a method for selecting and scheduling 
clients with fairness guarantees in FL via multi-criteria 
system. A greedy algorithm is proposed to address the 
initial client set selection problem, an optimization problem 
that aims to maximize the total scores of the selected clients. 
This research result proved that the proposed strategy could 
enhance the quality of the trained model. 
 

5.2. Reinforcement learning-based selection 
      Reinforcement Learning (RL) is a type of ML that 
effectively manages and enhances complex decision-
making processes by interacting with a specific 
environment. It enables an agent to acquire knowledge 
about a situation by trying different actions. Asadullah et al. 
[64] presented a method for client selection that combines 
an RL approach with reputation and trust mechanisms. The 
authors used Q-learning, derived from reinforcement 
learning, to select clients with high reputations and trust. 
This research showed the potential for enhancing the 
model's accuracy, generalization, convergence speed, and 
mitigating malicious attacks. 
     Hongwei et al. [65] proposed FedPRL to address the 
heterogeneity of systems and data in heterogeneous 
environments. The authors of this study employed strategies 
based on RL, improving global model contributions, and 
evaluating client quality to select participants in the FL 
training process. The proposed study enhanced the 
efficiency of the training process and the global model 
generalization, and it could be integrated into the healthcare 
field.  
     The potential of deep reinforcement learning in client 
selection has emerged for the FL training process. Xutao et 
al. [66] proposed a client selection strategy for the FL 
training process utilizing the Deep Reinforcement 
Learning-based double DQN (DDQN) algorithm in 
heterogeneous environments. The proposed method 
demonstrated excellent effectiveness on the non-IID dataset 
while reducing the number of communication rounds and 
epochs.  
     Utilizing trust-based deep reinforcement learning, 
Ghaith et al. [67] developed a method for selecting the most 
suitable clients in terms of the time spent on training and the 
resources consumed. The authors applied this method to 
COVID-19 detection, attaining an effective balance 
between model execution time and detection accuracy 
relative to other methods.  
 

5.3. Multi-Armed Bandit-based selection 
     The multi-armed bandit (MAB) approach is utilized in 
many studies to select clients in FL. During each training 
round, the player (representing the server in FL) selects one 
of the multiple arms (representing the clients in FL) to 
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receive a reward with different probabilities of improving 
the global model. The MAB attempts to balance exploration 
(trying out new clients) and exploitation (selecting clients 
that yield the highest reward for the model's improvement). 
     Wenchao et al. [68] introduced an MAB-based online 
client scheduling method, which was used without 
knowledge of clients' statistical characteristics and wireless 
channel information. This method aims to minimize the 
latency of training using the upper confidence bound policy 
with non-IID client data; in contrast, the virtual queue 
technique and upper confidence bound policy are used for 
IID client data. Bo et al. [69] developed a method for 
scheduling clients for a wireless FL system using a MAB to 
reduce training latency and the training rounds. The 
proposed method is implemented without previous 
knowledge of the client's computing power and the 
condition of the wireless channel.  
     Elia et al. [70] developed a decentralized client selection 
methodology using a non-fixed multi-armed bandit. The 
client selection issue is framed as a sequential decision-
making problem in which the decision to participate in 
training is determined independently by the clients rather 
than the server. The suggested method seeks to balance 
energy consumption and the efficacy of the global model. 
The researchers demonstrated the advantages of this 
strategy compared to the random method in reducing energy 
consumption and the number of rounds. Dan et al. [71] 
introduced an algorithm called Bandit Scheduling for FL 
(BSFL) for client selection. This algorithm also uses an 
MAB approach to improve learning performance by 
reducing training latency and preserving the model's 
generalization ability.  
 

5.4. Clustering-based selection 
     This type of selection groups clients into clusters based 
on similarities, such as data type and size, device resources, 
performance, and behavior. Then, clients from each cluster 
are randomly selected or selected based on specific 
performance to participate in the FL training process. This 
approach aims to achieve a more balanced participation in 
model training, improve model convergence acceleration, 
and reduce energy costs. 
     Zhe et al. [72] proposed COCS (Context-aware Online 
Client Selection) for client selection in hierarchical 
federated learning. In this proposed context-aware 
approach, the network operator makes an online decision to 
select clients to participate in training through client and 
edge server couples. The proposed approach demonstrates 
high performance in the experiments that were conducted. 
Duanxiao et al. [73] proposed an approach called HCSFed 
for client selection using a clustering technique. This 
approach accelerates the global model convergence rate by 
minimizing the variance between clustered model updates. 
This proposed approach provides a strong convergence 
guarantee by minimizing variance and being more efficient 

than other methods.  
     Abdullatif et al. [74] introduced the clustered federated 
multitask learning approach by proposing a method for 
selecting and scheduling clients in two stages. The first 
stage involves the fairness principle of clustering clients 
into clusters at the beginning of training. The second stage 
involves greedily selecting clients with the best resources 
and the lowest arrival time from each cluster. This approach 
ensures enhancements in convergence rate and diminished 
training duration. 
     Minghong et al. [75] propose improving client selection 
during intermittent training participation via hierarchical FL 
to reduce energy and latency costs and accelerate model 
convergence. The proposed method was implemented 
through two plans. The first plan identified clients with a 
higher propensity to participate in the following training 
rounds. The second plan is considered a backup plan that 
selects backup clients when the clients specified in the first 
plan are unavailable.  
 

5.5. Reputation and security-based selection 
     Malicious client models can degrade FL performance 
and compromise sensitive data privacy. Selecting reliable 
clients based on their reputation and security standards 
leads to the safety and security of the FL system, as well as 
improving the quality of the resulting model. Qinnan et al. 
[76] presented a strategy for selecting trusted clients in FL 
based on reputation assessment and leveraging blockchain 
technology. The reliability of clients is evaluated based on 
their historical reputation, which is stored on the 
blockchain. This approach improves model convergence 
and accuracy, as well as the potential to prevent privacy 
leakage of the client's reputation values. In FL settings 
where malicious clients and non-IID data are common, 
Rafael et al. [77] introduced a resilience-orientated method 
to client selection. The client selection mechanism in the 
suggested approach relies on the entropy and size of the 
client data. Malicious clients are identified, and their 
updates are eliminated from the aggregation through a 
centroid-based kernel alignment method. This method 
offers superior performance, stability, and flexibility. 
     Tao et al. [78] developed a method to maintain the 
integrity and security of an FL system when selecting 
clients by countering unreliable models of malicious clients. 
This method relies on two factors for client selection: the 
first is the security score, derived from the client’s past 
performance; the second is the fairness score, determined 
during the aggregation process by measuring the client's 
participation rate. This study's results confirm that it 
effectively selects reliable clients fairly. William et al. [79] 
presented a client selection method that ensures privacy and 
offers high performance in network anomaly detection. The 
proposed method uses a fault tolerance strategy integrated 
with differential privacy. System constraints and model 
performance dynamically control the number of clients 
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selected to participate in training. This approach improves 
model accuracy, reduces training time, and reduces noise by 
achieving differential privacy. It also handles client failures 
through a fault tolerance strategy. 
 

6. Discussion 
     Several challenges may impact on the efficiency of the 
client selection process in FL. When clients have 
significantly disparate data distributions, their local model 
updates may be inconsistent with one another and the global 
model. The averaging of these updates may lead to slower 
convergence and a non-ideal global model. Moreover, non-
IID data can result in client models diverging from the 
global model, causing instability and reduced accuracy. The 
diversity of client devices presents a complex issue for FL 
environments, resulting in varying local training durations 
that affect the overall convergence and fairness of the global 
model. 
     The computational variety among participating devices, 
resulting from differences in processor power, memory 
capacity, and energy resources, directly influences the time 
needed for each client to finish its local training iteration. 
The practical application of FL encounters another 
substantial challenge, especially when devices have 
restricted communication capabilities, which adversely 
impacts client selection efficiency and extends convergence 
durations. The selection of malicious clients poses a 
significant risk to the FL training process. Malicious clients 
can manipulate their training datasets to impair the model's 
performance or modify the weights of their local models 
before submission, adversely affecting the global model. 
Fairness in FL requires equal selection possibilities for all 
participating clients during the training process, avoiding 
situations where specific clients are consistently prioritized 
while others are marginalized. Disparities may emerge 
when clients with higher computing resources or high-
quality data are persistently favored. In contrast, those with 
fewer capabilities or less representative data are 
marginalized or afforded minimal participation 
opportunities.  
     The selection of clients in FL is a significant challenge 
due to budget constraints and client heterogeneity. 
Researchers have investigated multiple techniques to tackle 
this challenge; client selection can significantly influence 
model quality, convergence speed, and fairness. 
     Greedy algorithms optimize client selection by 
considering resource availability and performance 
indicators, enhancing model accuracy and decreasing 
training latency in heterogeneous environments. Greedy 
client selection methods present a potential approach for 
addressing the issues of client heterogeneity and resource 
limitations in FL, resulting in enhanced model performance 
and efficiency. RL can be employed in personalized FL to 
address the challenges of data and system heterogeneity. 

Developing an FL client selection mechanism that balances 
exploitation and exploration is a complex task; deep 
reinforcement learning can facilitate optimal decision-
making in intricate dynamic environments. Combining 
greedy selection techniques with RL strategies, exemplified 
by the enhanced DDQN algorithm, facilitates dynamic 
adaptation to client performance, hence augmenting the 
efficacy of client selection in FL. 
     MAB methods learn clients' status (e.g., latency 
distribution, generalization capability) to minimize training 
latency while preserving model generalization. MAB 
balances the exploration of diverse clients with the 
exploitation of acquired information to identify the most 
rewarding subset in each round. When MAB is 
implemented in a decentralized manner, clients can 
participate in the training without dependence on a central 
server, which may result in a more balanced approach 
between model accuracy and energy consumption. MAB-
based client selection provides a flexible and efficient 
solution to the issues of client heterogeneity and resource 
limitations in FL. MAB algorithms optimize diverse 
objectives by balancing exploration and exploitation, 
including reducing training latency, enhancing model 
generalization, and reducing energy usage. 
     Clustering-based client selection in FL involves 
categorizing clients into clusters according to specific 
criteria and then selecting clients to participate in the 
training from each cluster. Clustering can be employed to 
select edge nodes to participate in clustered federated 
multitask learning, hence minimizing training latency and 
accelerating the convergence rate. Clustering-based client 
selection enhances FL by reducing variance, tackling 
heterogeneity, assuring fairness, and optimizing edge node 
selection. 
     A reliable reputation assessment framework can be 
developed to ensure high-quality client selection in FL, 
which includes assessing the reliability of candidate clients 
to guarantee a reliable FL system. Reputation can be 
utilized to identify reliable and trustworthy clients based on 
their historical behaviors. In general, reputation and 
security-based client selection can enhance FL by 
identifying reliable clients, mitigating privacy breaches, 
fostering mutual trust, and ensuring fairness. Blockchain, 
security metrics, and RL can be utilized to execute 
reputation and security-based client selection processes. 
     Table 3  illustrate the comparison of key improvements, 
models, and datasets in the surveyed clients' selection 
methods, while Table 4 provides a general comparison of 
these methods in terms of core idea, advantages, 
limitations/disadvantages, and use cases. 
 
7. Future research directions 
     Advancements significantly influence the trajectory of 
FL in client selection methodologies, which are pivotal in 
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addressing the inherent challenges of heterogeneous data 
distributions and resource limitations prevalent in 
decentralized environments. There are several future 
directions for client selection and improving performance 
in FL. The subsequent sections delineate essential elements 
of these directions.  
 
7.1. Transfer Learning-based client selection  
     This selection method can evaluate the potential clients' 

contributions despite little information on their historical 
input. 
 
7.2. Fairness-based client selection 
     There are future directions to ensure equitable 
participation of all clients during model training and reduce 
bias in client selection. 
 
 

Table 3. Comparison of client selection methods in federated learning. 
Ref. 
No 

Client selection 
method 

Key Improvement ML model Dataset 

[60] 

Greedy 
selection 

• Improve convergence speed and accuracy  MLP classifier, CNN  MNIST, Fashion-
MNIST, CIFAR10 

[61] • Improve model performance 
• Ensure timely updates 
• Mitigate stragglers' impact 

ResNet-18 CIFAR-10, CIFAR-
100 

[62] • Provide high-performance ML models with fast training DNN CIFAR-10, Fashion 
MNIST 

[63] • Improve model quality 
• Ensure fairness in client selection 

CNN MNIST, CIFAR-10  

[64] 

RL-based 
selection 

• Enhance model accuracy and fairness 
• Improve model convergence speed 

CNN MNIST 

[65] • Improve efficiency and accuracy in heterogeneous 
environments 

MobileNet-v244, gated 
recurrent unit (GRU) 

CIFAR-10, CIFAR-
100, Fashion-
MNIST,  
MobiAct  
 

[66] • Reduce communication rounds 
• Improve convergence speed 
• Strength in heterogeneous environments 

DNN CIFAR-10, CIFAR-
100, NICO, Tiny 
ImageNet 

[67] • Improve accuracy 
•  Improve execution time 

CNN X-ray images of 
COVID-19 patients 

[68] 

Multi-Armed 
Bandit-based 

selection 

• Improve client scheduling  
• Enhance learning efficiency 

Multinomial logistic 
regression 

MNIST 

[69] • Reduce training rounds  
• Improve accuracy  
• Achieve lower training loss 

Multilayer perceptron MNIST 

[70] • Reduce the number of rounds  
• Reduce energy consumption 

ResNet-18 CIFAR-10, CIFAR-
100 

[71] • Minimize training latency 
• Maintain model generalization 

Linear regression, CNN Fashion-MNIST, 
CIFAR-10 

[72] 

Clustering-
based selection 

 

• High performance 
• Provide theoretical assurances for both strongly convex 

and non-convex HFL 

Logistic regression, 
CNN 

MNIST, CIFAR-10  

[73] • Accelerate convergence 
• Effectiveness in various settings  
• Require fewer rounds to achieve target accuracy 

Fully connected 
network, Logistic 
regression 

MNIST, CIFAR-10, 
FMNIST   

[74] • Improve convergence speed 
• Ensuring correct clustering 

CNN,DNN FEMNIST, CIFAR-
10  

[75] • Enhance learning efficiency 
• Improve model accuracy  
• Reduce system costs 

CNN, LeNet5, ResNet18 real-world EUA, 
MNIST, FMNIST  , 
CIFAR-10, CIFAR-
100  

[76] 
Reputation and 
security-based 

selection 

• Reduce costs 
• Improve model accuracy and convergence speed 

CNN, MLP MNIST, CIFAR-10 

[77] • Enhance model accuracy 
• Resilience against malicious clients 

CNN CIFAR-10, 
FMNIST, MNIST 
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[78] • Enhance model security and fairness  
• Mitigate data-poisoning attacks 

CNN MNIST, FMNIST  

[79] • Improve accuracy  
• Reduce training time 

NN  UNSW-NB15, 
ROAD 

 
Table 4. General comparison of clients' selection methods in terms of the core idea, advantages, limitations/ 

disadvantages, and use cases. 
Ref. 
No 

Client 
selection 
method 

Core Idea Advantages Limitations/ 
disadvantages 

Use Cases 

[60], 
[61], 
[62], 
[63] 

 

Greedy 
selection 

Select clients based on 
available resources and 
performance indicators. 
 

 

• Reduce training latency 
• Improve model 

accuracy 
• Improve model quality 

• Repeatedly exclude 
weaker clients 

• clients selection bias 
• Heterogeneous client 

characteristics lead 
to ineffective 
training processes   
and complicate the 
selection process 

• Static and heterogeneous 
environments with limited 
resources 

• Small to medium-scale 
environments 

• Uncomplicated applications 
 

[12] 
[64], 
[65], 
[66], 
[67] 

RL-
based 

selection 

Enhances complex 
decision-making 
processes by 
interacting with a 
specific environment 
and 
uses RL/DRL 
algorithms to balance 
exploitation and 
exploration in client 
selection. 

• Adapt to dynamic 
environments. 

• Achieve near-optimal 
client selection over 
extended training 
horizons 

• Handle system and 
data heterogeneity 

• Strength in 
heterogeneous 
environments 

• High computational 
cost 

• Complex design and 
train 

• Dynamic environments. 
• Large-scale systems 
• Scenarios with high 

heterogeneity 
• IoT and edge computing 

 

[68], 
[69], 
[70], 
[71] Multi-

Armed 
Bandit-
based 

selection 

Learns the client's 
status (e.g., latency, 
generalization 
capability) and 
balances exploration 
and exploitation in 
client selection. 

• Enhance generalization 
and accuracy 

• Reduce energy 
consumption 

• Minimize training 
latency 

• Flexible (centralized 
architecture or 
decentralized 
architecture ) 

• Difficult to maintain 
an  ideal 
exploration–
exploitation balance 

• Sensitive to fast-
changing client 
conditions 

• Heterogeneous resource 
environments 

• Systems requiring flexibility 
• Applications with unstable 

data, such as mobile or sensor 
networks 

[16], 
[72], 
[73], 
[74], 
[75] 

Clusterin
g-based 
selection 

Groups clients into 
clusters and selects 
representatives from 
each group. 

• Ensure fairness.  
• Accelerate 

convergence  
• Optimize edge node 

selection. 
• Sometimes used to 

reduce variance and 
tackling heterogeneity 

• Require precise 
clustering criteria 

• Complexity when 
updating clusters 

• Large-scale FL systems 
• Edge computing applications  

With Hierarchical FL 
• Environments with many 

clients 
• When clients are highly 

heterogeneous in terms of data 
distribution 

[76], 
[77], 
[78], 
[79] 

Reputati
on and 

security-
based 

selection 

Selects clients based 
on trustworthiness, 
previous behavior, and 
security metrics (e.g., 
blockchain, reputation 
scores, differential 
privacy). 

• Ensure reliable clients. 
• Mitigate 

privacy/security risks. 
• Enhance fairness and 

trust. 

• Require an accurate 
reputation 
framework 

• Overhead for 
monitoring and 
evaluation 

• Security applications 
• Privacy-sensitive domains 

(healthcare, finance) 
• When there is a risk of 

malicious clients or data/model 
poisoning attacks 

• Scenarios requiring client 
filtering based on past 
reputation or trustworthiness 
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  7.3. Dynamic environment 
     Future research is poised to delve deeper into adaptive 
client selection strategies that dynamically adjust to the 
fluctuating availability and computational capabilities of 
participating clients. Deep reinforcement learning 
techniques can be applied to client selection in dynamic 
environments, particularly those with volatile resources. 
 

7.4. Integrating Uncertainty Factors 
     Future research may explore the incorporation of 
uncertainty in clients' local computational and 
communicative resources, enhancing the robustness of FL 
systems. 
 

7.5. Developing client selection algorithms 
     Client selection algorithms can be developed that rely on 
several criteria, including statistical similarity, data quality, 
client availability, and system and communication 
resources, to determine which clients to include in the FL 
training. In addition to developing clients’ selection 
mechanisms in real-world environments such as smart 
cities. 
 

7.6. Incentive mechanisms 
     Develop incentive mechanisms, such as game-theoretic 
models, to encourage clients to participate in training, 
especially those with limited resources or less reliable 
connections, which provide features to ensure equity and 
inclusion in FL. 
 

7.7 Scalability 
    Future research may explore hierarchical federated 
learning architectures to improve scalability in large-scale 
environments with numerous clients. Enhancing 
communication and aggregation among multi-tier servers 
can reduce latency and improve convergence efficiency. 
 

7.8 robustness 
    Future research may incorporate blockchain-based 
consensus techniques to improve robustness against 
malicious or unreliable clients. Moreover, lightweight 
blockchain frameworks may be investigated to reconcile 
security with efficiency in extensive FL systems. 
 

Conclusion 
Federated learning enables clients, including nodes or 

devices, to independently train a model on their local data 
rather than transmitting that data to a centralized server. In 

this survey, we presented the challenges facing the client 
selection process, including statistical heterogeneity, 
system heterogeneity, and the communication costs for 
participating clients during training. Moreover, selecting 
malicious clients presents a significant risk to FL's 
performance. Furthermore, unfairness can arise when 
highly capable clients are always selected, while less 
capable clients are excluded from the selection process. 
Selecting the best clients in FL is critical to improving the 
convergence speed and accuracy of the final model, this 
requires careful client selection approaches. This survey 
presents the latest client selection methods in FL, including 
greedy selection, reinforcement learning-based selection, 
multi-armed bandit-based selection, clustering-based 
selection, and reputation and security-based selection. We 
then present a general comparison of these methods, which 
acts as a guide for researchers when choosing a client 
selection method in FL. Finally, this survey presents 
opportunities for future directions in client selection 
methods and improving performance in FL. 
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